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EXECUTIVE SUMMARY

The ongoing development of artiƼcial intelligence means that humans will simultaneously confront multiple interfaces of 
AI that exhibit a range of its propensity to contribute to good and bad, progress and destruction, and as act as a perpetrator 
of violence or a tool for peace. As a dual-use technology, AI can be adopted for military and civilian purposes alike.

Whether on the civilian or military side of adoption, AI contains inherent conƽicts. Some of the main sources of conƽict 
that policymakers must attempt to address are about how to ensure human rights values such as individual autonomy 
are preserved and not destroyed, navigate the organizational culture change necessary to respond to AI political end-uses, 
construct and upgrade the appropriate institutional arrangements needed for accountability, and ensure safeguards exist 
to enable trust-building. 
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Policy Recommendations

Actors can navigate the contradictory realties of AI as a tool for conƽict and 
resolution. Here’s how policymakers can facilitate the navigation:

1 RESEARCH AND DEVELOPMENT

Increase the emphasis on the research community as a key stakeholder 
in safeguarding AI; efforts should focus on building multidisciplinary 
collaborations across universities and countries to enhance information 
sharing about the best practices for offensive and defensive responses to 
AI-based vulnerabilities at the technical level; coordinate more widespread 
research agenda sharing for key areas of concern at the research level

2 TECH FIRMS

Large technology companies contracted with government defense 
departments should further structure the compartmentalization of civilian 
side and military side of AI development internally; this will require providing 
the necessary training and knowledge capacity building about AI in the public 
interest and the ethos and values of public service.

3 GOVERNMENT

Governments’ adoption of AI systems must appropriately assess the useful 
areas for its application and identifying appropriate problems for AI tools to 
address.

4  INSTITUTIONS AND NORMS

There should be a context-based, domain-speciƼc approach to responsibility 
for AI outcomes that embrace the multifaceted nature of accountability, rather 
than a “one-size-Ƽts-all” approach.

Consider institutional reforms where relevant; upgrade organizational norms to 
ensure adequate opportunities exist for building the social capital needed for 
shared understanding between partners during adoption.
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Introduction

In 2021 Amazon and Google won a tender1 to provide the Israeli government 
with cloud computing services ranging from “mundane Google Meet video 
chats to a variety of sophisticated machine-learning tools.” The deal, dubbed2 
Project Nimbus, represented under half a percent of Google’s sales in 2021; 
yet it represented a key strategic move for Google’s cloud services division, 
and placed the company in a competitive position regarding the “larger cloud 
businesses at Amazon and Microsoft.”3 This procurement contract was 
framed around its civilian-based digital transformation contributions. However, 
concerns about use of the cloud service for more military-based purposes in 
the West Bank and the “facilitation of human rights violations4risked tarnishing 
Google’s reputation.

During the same time, Google’s DeepMind team produced a research report 
in 2024 titled “AI can help humans Ƽnd common ground in democratic 
deliberation” that conveys Ƽndings from the “Habermas Machine,” a large 
language model (LLM) that serves as an AI mediator.5 The Habermas Machine 
is an AI system built by Google researchers that can broadly “respect the view 
of the majority in each of our little groups” and produce an output that also 
doesn’t “make the minority feel deeply disenfranchised” by acknowledging 
minority views.6 Even though this innovation for conƽict resolution is still in the 
early stages and contains ƽaws, it shows how one company can exist within 
a ƽux7 of advancing technology for peaceful mediation while simultaneously 
contributing to the perpetuation of violent conƽict in other areas. 

An AI company’s choice to pursue commercial interests that link with military 
applications presents the problem of transforming economic behavior into 
political behavior. 

Consequently, such companies serve multiple roles: producers of AI innovation, 
sellers of infrastructure needed for AI technology to function or to scale 
software,8 and collaborators providing government developers with the 
tools needed to craft mission-critical solutions.9 This simultaneous pursuit 
of multiple roles requires tech companies to follow opposing sets of aims: 
to make money and pursue scientiƼc research and to Ƽll a market need and 
possess innovative ideas. Technology companies face constant key internal 
and external pressures as they navigate their commercial interests and the 
effects they have on society in terms of conƽict and resolution. 

How can the potential for AI to both cause conƽict and enable resolution, 
depending on how it is used, be reconciled? What sets AI apart from other 
innovations is its categorization as a general purpose technology.10 AI systems 
are capable of spreading widely across sectors and speciƼc domains within 
those sectors for many uses11 from policing in the public sector to fraud 
detection in the Ƽnance sector. As such, such systems require their own unique 

1 Biddle. S. 2024. Israeli weapons Ƽrms requires to buy cloud services from google and amazon. The Intercept. https://
theintercept.com/2024/05/01/google-amazon-nimbus-israel-weapons-arms-gaza/

2	 Ibid.

3 Grant, N. 2024. Google worried Israeli contract could enable human rights violations. New York Times. https://www.
nytimes.com/2024/12/03/technology/google-israel-contract-project-nimbus.html?unlocked_article_code=1.DE8.
DcTY.3iMYQGtBF04U&smid=url-sharehttps://www.nytimes.com/2024/12/03/technology/google-israel-contract-project-

4 Ibid.

5	 Tessler, M et al. AI can help humans Ƽnd common ground in democratic deliberation, Science, accessed at: https://www.
science.org/doi/10.1126/science.adq2852

6 Davis, N. 2024. Ai mediation tool may help reduce culture war rifts, says researchers. The Guardian. https://www.theguardian.
com/technology/2024/oct/17/ai-mediation-tool-may-help-reduce-culture-war-rifts-say-researchers

7	 Heraclitus. See: https://www.worldhistory.org/article/75/heraclitus-life-is-ƽux/

8	 https://cloud.google.com/blog/topics/public-sector/google-public-sector-and-palantir-collaborate-to-bring-google-cloud-to-
fedstart/

9 See https://www.palantir.com/offerings/government-web-services/: 

10	 Horowitz, M., Kahn, L. 2025. Nuclear non-proliferation is the wrong framework for AI governance. Accessed at: https://ai-
frontiers.org/articles/nuclear-non-proliferation-is-the-wrong-framework-for-ai-governance

11	 Crafts, N. 2021. ArtiƼcial intelligence as a general purpose technology. Accessed at: https://academic.oup.com/oxrep/
article/37/3/521/6374675
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governance conception that really cannot be compared to other dual-use 
technologies such as nuclear.12 The most widely used and updated deƼnition of 
an artiƼcial intelligence system is that it is a “machine-based system that, for 
explicit or implicit objectives, infers, from the input it receives, how to generate 
outputs such as predictions, content, recommendations, or decisions that 
can inƽuence physical or virtual environments.”13 Daily, humans experience 
and interact with different degrees of AI in many ways, such as the machine 
learning systems that drive Netƽix’s movie recommendation algorithms, so 
that user feedback can be adapted to in real time,14,15 or the natural language 
processing behind Alexa’s response to a question about the weather, and about 
the deep learning algorithms that improve the image recognition needed for 
Waymo’s self-driving taxis.16 

The controversial nature of private sector involvement in producing dual-use 
AI means organizational culture and structure must adapt in innovative ways. 
At the same time, for the public sector, diƾcult questions must be answered 
through institutionalizing mechanisms to protect, guide, lead, and build AI in 
the public interest. 

While some technology companies help incorporate AI into military operations, 
others concentrate on how this technology can enhance conƽict resolution 
processes such as mediation and peace building. Sometimes, this even 
happens within the same organization. To more effectively tie human 
ownership to AI-based actions, there must Ƽrst be a clearer distinguishment 
between the military-civil fusion at the organizational level, so that tasks are 
more clearly aligned to the AI’s intended purpose. Second, at the societal 
level, the appropriate institutions that provide mechanisms placing human 
responsibility over actions and behaviors that result from AI use must 
be installed in order to create opportunities for justice, possibilities for 
reprimand, and penalties for misuse. At the government level, mechanisms 
for public protection must be carefully considered due to the complex and 
multifaceted nature of emerging technologies. Finally, at the individual level, 
more coordinated efforts are required to rethink how current technical and 
businesses-oriented models and the design choices supporting them affect 
the democratic-liberal values that are the foundation of democracies.

Inherent Conflicts

The Relationship Between AI and Individual Autonomy

Individual autonomy refers to the ability of a person to govern themselves 
based on their own independent motives and reasons that are not subject 
to manipulative or distortive interference from external sources.17 Individual 
autonomy is a key value in liberal-democratic-based systems. However, 
the ubiquity of AI-powered recommendation systems in daily activities that 
structure options and choices for individuals may weaken the ability of a 
person to deliberate, access, and choose what is best for oneself.18 Further 
risks to the violation of individual autonomy can occur when AI-powered 
recommendation systems exert manipulative capabilities. Manipulation by 

12	 Horowitz, M., Kahn, L. 2025. Nuclear non-proliferation is the wrong framework for AI governance. Accessed at: https://ai-
frontiers.org/articles/nuclear-non-proliferation-is-the-wrong-framework-for-ai-governance

13	 OECD Publishing, Exploratory Memorandum, Dec. 15, 2023, https://www.oecd.org/content/dam/oecd/en/publications/
reports/2024/03/explanatory-memorandum-on-the-updated-oecd-deƼnition-of-an-ai-system_3c815e51/623da898-en.pdf.

14	 Terekhov, V. Attract Group. How Netƽix’s personalize recommendation algorithm works? Accessed at: https://attractgroup.
com/blog/how-netƽixs-personalize-recommendation-algorithm-works/#:~:text=It’s%20recommendation%20system%20
uses%20AI,data%20like%20age%20or%20gender.

15	 Accessed at: https://research.netƽix.com/research-area/recommendations

16	 See: https://waymo.com/blog/2020/02/content-search

17	 Accessed at: https://plato.stanford.edu/entries/autonomy-moral/

18	 Bulak, B., Zysset, A. Personal autonomy and democratic society at the European court of human rights: friends or foes. UCL 
Journal of Law and Jurisprudence. Accessed at: https://discovery.ucl.ac.uk/id/eprint/1470685/1/2UCLJLJ230%20-%20
Personal%20Autonomy.pdf

“The ubiquity 
of AI-powered 
recommendation 
systems in daily 
activities that 
structure options 
and choices for 
individuals may 
weaken the ability 
of a person to 
deliberate, access, 
and choose what is 
best for oneself.”
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algorithm can occur when users are guided to certain choices through design 
tactics, marketing strategies, behavioral price discrimination, and predatory 
advertising.19 Although such tendencies can be intentional and based on the 
business model, this is not always the case. Early experiments have started to 
conƼrm the capacity for AI systems to learn from participants’ responses and 
then guide them towards “particular actions in a convincing way.”20 Recently, 
Anthropic stress tested 16 leading models across multiple developers and 
revealed the following agentic behavior risks called agentic misalignment 
such as: in some cases, models from all developers resorted to malicious 
behaviors such as blackmailing oƾcials and leaking sensitive information 
to competitors.21 Researchers are also working to clarify the extent to which 
AI systems can manipulate humans without the intent of system designers, 
but many gaps exist when it comes to effectively measuring and deƼning 
AI system manipulation.22 In a report released by the United Kingdom’s AI 
Security Institute, researchers concluded that the phenomenon of “scheming” 
or covertly and strategically pursuing misaligned goals, is largely lacking in 
rigorous scientiƼc methods that can help better understand such claims.23

In terms of intentional surveillance, behind recommended content on social 
media platforms like Instagram or TikTok, is an AI inƽuencing how information 
is sorted, grouped, and prioritized based on past user behavior, demographic 
information, group behavior, purchase patterns, and other tracked signals that 
help process predictions for a user’s interests.24 Some conƽict researchers are 
exploring how users interact with this recommended content on social media 
and how it affects the materialization of violent actions in extremist contexts. 
For instance, analyses by researchers at START of a dataset of U.S. extremists 

19	 Petropoulos, G. 2022. The dark side of artiƼcial intelligence: manipulation of human behavior. Bruegel. Accessed at: https://
www.bruegel.org/blog-post/dark-side-artiƼcial-intelligence-manipulation-human-behaviour

20	 Ibid.

21	 Anthropic. 2025. Accessed at: https://www.anthropic.com/research/agentic-misalignment

22	 Carroll, M., Chan, A., Ashton, H., Krueger, D. 2023. Characterizing Manipulation from AI systems. Accessed at: https://arxiv.
org/pdf/2303.09387

23	 SummerƼeld, C., et al. 2025. Lessons from a chimp. Accessed at: https://www.arxiv.org/pdf/2507.03409

24	 Recommendation systems in social media. 2024. https://www.commonsensemedia.org/ai-ratings/recommendation-
systems-in-social-media#:~:text=Recommenders%20are%20very%20effective%20AI%20systems%20for%20social%20
media%20platforms,see%20comes%20from%20these%20systems.

Agentic Misalignment

Anthropic tested 16 leading LLMs by placing them in cirucumstances where they were deliberately incapable of 
achieving their goals. The studies found models consistently chose harm over failure. Below features the case of 
Claude Sonnet 3.6’s agentic misalignment. When faced with an imminent replacement, the AI chose to blackmail the 
Ƽctional character responsible for this threat via email. 

Source: Anthropic
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active on social media in 2016, that the social media usage was a factor of the 
radicalization and mobilization process for 68% of lone actors. In line with this 
notion, a multidisciplinary team at the University of California, Davis performed 
a systematic audit of YouTube’s video recommendations in 2021 and 2022 
and found that for politically right-leaning users, “video recommendations are 
more likely to come from channels that share political extremism, conspiracy 
theories, and otherwise problematic content.”25 The study reveals that 
right-leaning users are more vulnerable to the YouTube algorithm’s content 
recommendation for channels that promote extremism26 and other types of 
problematic content.27

However, in terms of the relationship between the AI and human agency, 
the underlying question becomes to what extent would that same person 
have been radicalized without inƽuence from AI-driven recommendations?  
Measuring the impact of this correlation on an individual’s behavior, alongside 
other sources of inƽuence such as friends and family on that individual, is 
not without challenges. For example, the Facebook-Cambridge Analytical 
data analysis and political advertising scandal showed that research-based 
explanations about the underlying models used convey these techniques for 
combining personal data with machine learning were not necessarily a crystal 
ball for manipulative political ends.28

At the same time, more research and empirical evidence is needed to examine 
the degree to which individual autonomy can be Ƽne-tuned by AI-powered 
manipulation. This underscores the research community’s important role in 
contributing to pressing technical questions, but whether the research space 
moves fast enough in relation to AI deployment is another question.

Moreover, policies that seek to29 outright ban access to a platform or 
technology results in limiting a heterogenous mix of information sources and 
could risk  tarnishing the very values democratic political systems seek to 
uphold, such as freedom of expression.30 

Therefore, these AI systems and their effects exist in a superposition: while 
their potential to manipulate individual autonomy is real, state-led censorship 
could undermine the principles it seeks to protect depending on the angle 
observed. However, such techniques in the broader picture of ”cognitive 
warfare” tactics require decisionmakers to ask what we may be willing to lose 
in order to gain. Due to the current state of scant empirical evidence31 about 
the use of AI systems and countermeasures for algorithmic cognitive warfare 
manipulation, there is a profound void for the research community to Ƽll about 
the relationship between AI and behavior manipulation and the role of the state 
in safeguarding autonomy.32   

Areas for Resolution

Many recommender systems follow the same basic steps: (1) producing an 
inventory of content based on user activity in the form of posts, likes, and 

25	 UC Davis. 2023. Youtube video recommendations lead to more extremist content for right-leaning users, researchers suggest. 
https://www.ucdavis.edu/curiosity/news/youtube-video-recommendations-lead-more-extremist-content-right-leaning-users-
researchers.

26	 MIT Tech Review. 2020. https://www.technologyreview.com/2020/01/29/276000/a-study-of-youtube-comments-shows-how-
its-turning-people-onto-the-alt-right/.

27	 UC Davis. 

28	 Hindman, N. 2018.How Cambridge Analytica’s Facebook targeting really worked. The Conversation. Accessed at: https://
theconversation.com/how-cambridge-analyticas-facebook-targeting-model-really-worked-according-to-the-person-who-built-
it-94078

29	 Armistead, L. 2025. US: TikTok bans won’t solve big tech harms. Amnesty International. Accessed at: https://www.amnesty.
org/en/latest/news/2025/01/us-tiktok-ban-wont-solve-big-tech-harms/

30	 De Gregorio, G. Dunn, P. 2024. ArtiƼcial Intelligence and Freedom of Expression. SSRN. Accessed at: https://papers.ssrn.com/
sol3/papers.cfm?abstract_id=4736744

31	 Lahmann, Custers, B., Scott, B. 2025. The fundamental rights risks of countering cognitive warfare with artiƼcial intelligence. 
SSRN. Accessed at: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=5332781

32	 Andrews, E. 2018. The Science Behind Cambridge Analytica: Does Psychological ProƼling Work? Stanford Business. https://
www.gsb.stanford.edu/insights/science-behind-cambridge-analytica-does-psychological-proƼling-work

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4736744
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4736744
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shares and (2) Ƽltering this content so that it is in line with internal company 
moderation policies related to what can be shared or ampliƼed, and (3) 
paring the “inventory down to only items users are most likely to be interested 
in” through ranking algorithms that estimate likelihood of engagement.33 
Therein lies the conƽict between human agency and AI: because of the 
way recommendation engines are designed, this propensity to prioritize 
prediction based on one’s past likes or clicks for interests, the future ability 
to change course of action related to interests becomes narrowed. One’s 
past is structured into the future, creating a behavioral tunnel that is diƾcult 
to break from a user’s perspective. This problem is rooted in the concept 
of agency transference, which is about AI’s ability to “limit one’s personal 
agency, as agency is transferred from humans to algorithms.” Algorithms can 
choose options of content for users and deprive users of other opportunities 
for preference adaptability, resulting in a manipulated decision-making 
trajectory and limitation for self-determination.34 At its worst, abundant access 
to AI systems in everyday life has the potential to permanently entrench 
humans in an inability to leverage a combination of curiosity, skepticism, 
and rationality during decisionmaking processes because algorithms have 
created an information structure that Ƽlters out diverse information in favor 
of a fragmented information echo chamber.35 At its best, AI systems can 
be used to enhance these facets of human agency such as curiosity. In 
particular, generative AI’s emergent capabilities can be used to create a 
“hybrid/conjoined” sense of human agency, in which humans and AI jointly 
work toward goals, thus increasing human agency in terms of exploration 
and problem-solving versus diminishing human agency by “disengagement, 
deskilling, or resignation.”36 Ensuring that complementary rather than 
competitive uses of AI are chosen requires institutionalizing human-centered 
approaches that prioritize human agency from the beginning of design and 
development. Several points for resolution exist:

1.	 The good news is that this is sometimes a design problem. The loss of 
serendipitous interaction with the world because the underlying design  is 
about making future recommendations based on one’s past, rather than 
enhancing a person’s ability to explore and change spontaneously in the 
future,37 is something developers could change given the right incentives. 

2.	 When developers more thoughtfully consider how to adjust algorithms so 
that the effects on humans are different, this scenario changes from an 
entrenched conƽict to one that promotes human ƽourishing in all of its 
dynamic forms. 

3.	 Therefore, government and civil society must continue to create incentives 
that promote investments in agency-enhancing AI, to balance the scale 
more toward AI that serves the public interest, rather than harvests it only 
for control and proƼt. 

4.	 The research community is an invaluable stakeholder that should be 
more actively engaged in the assessment process to provide neutral, 
gold-standard science38 when it comes to the methodologies, tools, 
and frameworks for evaluating the threats and appropriate mitigation 
responses. 

33	 Meserole, C. 2022. How do recommender systems work on digital platforms? Brookings. https://www.brookings.edu/articles/
how-do-recommender-systems-work-on-digital-platforms-social-media-recommendation-algorithms/

34	 Valenzuela, A. et al. 2024. How artiƼcial intelligence constrains the human experience. Journal of the Association for 
Consumer Research, 9:3; pp: 235-356. https://www.journals.uchicago.edu/doi/epdf/10.1086/730709.

35	 Lardi, K. 2025. The dangerous impact of AI on decision-making. Forbes. https://www.forbes.com/councils/
forbesbusinesscouncil/2025/01/30/the-dangerous-impact-of-ai-on-decision-making/.

36	 Krakowski, S. 2025. Human-AI agency in the age of generative AI. Information and Organization, 35: 1. 100560. https://www.
sciencedirect.com/science/article/pii/S1471772725000065#:~:text=Human%2Dcomplementary%20approaches%20to%20
GenAI,enabling%20and%20distributing%20AI%20gains.

37	 Valenzuela, A. et al. 2024. How artiƼcial intelligence constrains the human experience. Journal of the Association for 
Consumer Research, 9:3; pp: 235-356.

38	 McBride, K. 2024. Regulating artiƼcial intelligence must not undermine NIST’s integrity. Tech Policy Press. Accessed at: 
https://www.techpolicy.press/regulating-artiƼcial-intelligence-must-not-undermine-nist-integrity/

HYBRID AGENCY

Human-AI collaboration that 
either involves automation of 
previously human-performed 
tasks or interdependent 
collaborations between humans 
and AI in completing tasks.

Source: Sebastian Krakowski
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AI’s Increasingly Political End-Uses

Navigating the tension of dual-use AI requires learning about the way different 
sets of values, beliefs, practices, and interests shape rational behavior in 
different organizations, markets, and institutions.39 Academia, government, 
and private companies behave in different ways due to distinct, internal 
cognitive-cultural systems. This is, by nature, diƾcult to manage during 
interactions among sectors but is nonetheless crucial for AI development. 
Recent breakthroughs in artiƼcial intelligence have largely been achieved by 
U.S. companies and research labs existing outside government, resulting in 
a migration of the “national security burden into the private sector.”40 With AI, 
government has assumed the role of a purchaser, rather than a developer of 
technology, as when ARPANET (the early internet) was created by government 
researchers and then operationalized and commercialized in the private sector 
afterward. 

Because AI’s recent breakthroughs have not occurred within public-based 
organizations, the direction of AI development (e.g. its end use) can be 
confusing for employees working on the technology. For example, in the case 
of Project Nimbus, Google denies a direct association with military work 
and asserts that its technological aim is not to develop weapons or enhance 
intelligence services, yet groups of Google and Amazon employees still protest 
their connection to Project Nimbus in any capacity.41 Similarly, there are 
implications for the academic research community, whose expertise is often 
drawn on to advise42 the development of AI based tools that may be used as 
weapons in active conƽict, for instance. 

Consequently, academic researchers and model developers alike are asked to 
take on increasingly political roles without always having the training, skills, or 
capacity to guide such critical decision making in this context. Moreover, this 
change from a developer’s seemingly neutral contribution to a feature of AI to a 
contribution that becomes one with non-civilian consequences such as its end 
use in war may not be what an employee “signed up for.” Hence, an important 
resolution for this conƽict between employees and AI end use is to ensure 
everyone knows what they are being involved in and accepts that mission 
willingly. Implementing this involves managing organizational culture change 
and exempliƼes how addressing inherent conƽicts of AI requires a holistic 
response across individual, technical, organizational, and societal levels.

Different needs and goals are associated with innovations that are born in the 
private sector versus inside a collaborative government sector; in the former, 
commercial interests guide the goals and end-use purposes of technology 
design and development. In the latter, security-based interests have guided the 
end use of previous innovations that have come out of government agencies 
like DARPA. Instead of good and bad, there are a multitude of ways positive 
innovation feedback loops are interlinked across the civil and military space; 
thus, conƽict is also not limited to one context of end use. For instance, the 
Chinese Communist Party’s “military-civil fusion” is often thought of as a 
strategy that leverages academic research and forces technology transfer and 
theft from private sector innovations to enhance its military capabilities.43 Yet, 
historically in the U.S., for example, the military-based needs for an emerging 
technology create a way to think about the goals of an innovation, which can 
then be applied more broadly to nonmilitary purposes. 

39	 Thornton, Ocasio. The Sage Handbook for Organizational Institutionalism. Pp 99-123.

40	 Kitchen, K. 2022. Why national security is a shared burden between the state and the private sector. AEI. https://www.aei.org/
op-eds/why-national-security-is-a-shared-burden-between-the-state-and-the-private-sector/.

41	 Haskins, C. 2024. The hidden ties between Google and Amazon’s Project Nimbus and Israel’s Military. Wired. https://www.
wired.com/story/amazon-google-project-nimbus-israel-idf/. 

42	 Caruso, C. 2024. The risks of artiƼcial intelligence in weapons design. Harvard. https://hms.harvard.edu/news/risks-artiƼcial-
intelligence-weapons-design.

43	 https://www.state.gov/wp-content/uploads/2020/05/What-is-MCF-One-Pager.pdf.

“Academic 
researchers 
and model 
developers alike 
are asked to take 
on increasingly 
political roles 
without always 
having the 
training, skills, 
or capacity to 
guide such critical 
decision making in 
this context.”
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By continuing to ensure that the innovative capacities of academic-government 
collaboration for military-based goals remain in place, the probability for AI to 
be used in a resolution-based form becomes more likely. For instance, mesh 
networks were invented for military end use but are now used worldwide by 
dissenters who must secure their communications from oppressive regimes. 
The underlying military-based need of the mesh network was to have a non-
Ƽxed infrastructure base for connecting mobile devices that could send and 
receive information and scale up.44 This is also the case for Explainable AI, 
a DARPA-based initiative that sought solutions to the U.S. Department of 
Defense’s challenges to helping warƼghters both trust and understand an AI 
“partner.”45 

The logic of a government-based military problem is about ensuring that the 
reliability is there because of causalities (e.g., life-or-death matters) in the case 
of AI-based weapons. AI must be explainable in the military context so soldiers 
or commanders can understand the rationale, strengths, and weaknesses of 
a system and possess some predictability about its future behavior to avoid 
unnecessary, catastrophic consequences. On the other hand, the motivation 
for explainable AI in a private AI company might just be to appease public 
disgruntlement or normative demands because not all AI companies exist 
within a context that contains tangible life-or-death end consequences of AI’s 
end use. 

This conƽict between employees and AI’s end use becomes further 
complicated by the fact that even the implementation of supposedly neutral 
AI technologies can become politicized and even contribute to digital 
authoritarianism in certain contexts. Therefore, it is diƾcult to say when 
sovereign companies like Amazon or Microsoft should provide their services 
for civilian end uses in AI access and when they should not. A recent report 
from the U.S. Oƾce of the Director of National Intelligence46 asserts that 
nonstate actors can serve as both partners and challengers to policy goals, 
providing expertise and mediation on one side or leveraging self-interested 
agendas and the facilitation and instigation of disruptive social action on the 
other hand. 

Areas for resolution

1.	 AI developers and decision makers using this technology can each have 
different responsibilities for its potential to inƽict danger, and the breadth 
of uses of their products. Therefore, technology companies and their 
decision makers must also make public interest decisions about the end 
use, even on the civilian-leaning side, whether they want to or not. Denying 
responsibility to do so perpetuates this conƽict.

2.	 Resolution to this conƽict should involve clear and focused organizational 
change that re-establishes the internal roles, tasks, and goals for 
employees, to establish trust through ensuring the psychological contract 
is in place47 that acknowledges the intention or purpose for an AI’s end 
use beyond at the more informal level of understanding. Because of 
the increasingly political end-use of AI, there needs to be an increased 
shared sense of understanding about the values and ethos of the public 
sector when necessary. That way, those working on the technology better 
understand the consequences of its outcomes and their contributions to a 
particular end.

44	 https://www.darpa.mil/sites/default/Ƽles/attachment/2025-01/darpa-vignette-arpanet.pdf.

45	 https://www.darpa.mil/research/programs/explainable-artiƼcial-intelligence.

46	 DNI. https://www.dni.gov/index.php/newsroom/reports-publications/reports-publications-2024/3829-nicm-non-state-actors-
playing-greater-roles-in-governance-and-international-affairs.

47	 Guest, D.E. 2016. Trust and the role of the psychological contract in contemporary employment relations. Building trust and 
constructive conƽict management in organizations. Industrial relations & conƽict management. Springer, Cham. https://doi.
org/10.1007/978-3-319-31475-4_8
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AI and The Burden of Proof

Because AI can be credited with aspects of decision making, it is easy to 
distort precise claims about who or what is accountable, especially when 
the AI has fully executed a task or made a decision. This burden of proof 
conundrum applies to both civilian and military contexts and means that 
conƽict about the liability of harmful AI will require context-based resolutions 
and changes to law, institutions, and social relations within organizations 
rather than one-size-Ƽts-all proposals. Managing the accountability of AI 
systems can be intimidating due to factors like information asymmetry 
at the technical level that often requires expertise, or the black box nature 
of hidden neural network layers related to input/output logics, and even 
the proprietary information that can warrant trade secrecy.48 Moreover, 
accountability in complex settings often requires goal changes and must 
involve applying a mix of governance structures that are better suited for 
complex-based accountability, rather than tradition principal and agent-based 
monitoring and evaluations.49 Complex settings like partnerships for AI 
adoption or contracting-out contexts, can involve unpredictable situations. As 
such, policymakers must understand how to better incorporate governance 
mechanisms like social systems, which have ƽexible structures, and can allow 
for spontaneous and adaptive collaboration needed for such interdependent 
relations through building trust.50

In addition to governance mechanisms centered on trust and collaboration 
at the personal level, there are always options for law to assign responsibility 
to the companies that make the technology. Answering the question of 
causation and the burden of establishing causation is often on the Claimant 
like in personal injury lawsuits in the U.S. or in the case of contract English 
law when a breach of duty and/or contract occurs, and the Claimant is 
responsible for establishing the causation.51 However, when an AI system is 
alleged of wrongdoing, it become diƾcult for the Claimant to prove; this is why 
the EU-AI Liability Directive  attempts to reverse the burden of proof to put the 
“onus on the Defendant to prove the action or output of AI was not caused 
by them”, which encourages organizations to clearly document how they use 
AI technologies and how they protect individuals from harm.52 Consumer 
protection agencies also play a role in providing accountability. For example, 
the U.S. Federal Trade Commission has taken action against companies that 
used AI to cause deceptive conduct and harm to consumers such as: (1) an 
AI tool providing fake reviews (2) a company selling AI lawyer services and (3) 
companies deceiving customers they could help them make money.53 In some 
cases, the burden of proof for AI misconduct and harmful outcomes is clearer 
than others.

On the military side, the liability complexity problem of AI systems contains 
some similarities to the situation of unmanned aerial vehicles UAVs, especially 
when their use results in unintended civilian harm and loss. Drones also 
contain complex value chains that can make allocating direct responsibility 
for a harmful outcome diƾcult in certain instances. In the international law 
context, German courts have considered the extent to which Germany bears 
legal responsibility for “consequences of U.S.-led drone strikes in Yemen and 
Somalia that were conducted from the U.S. Air Force’s Ramstein base,” noting 

48	 Busuioc, M. 2020. Accountable artiƼcial intelligence: holding algorithms to account. Public Administration Review. https://
www.sciencespo.fr/centre-etudes-europeennes/sites/sciencespo.fr.centre-etudes-europeennes/Ƽles/AccountableAI_PAR_
Busuioc.pdf

49	 Rajala, T., Jalonen, H. 2025. Beyond simpliƼcation in public sector accountability. Public Administration Review. Accessed at: 
https://onlinelibrary.wiley.com/doi/10.1111/puar.13941

50	 Ibid

51	 DLA Piper. 2024. Explainability of AI-beneƼts, risks, and accountability. Accessed at: https://www.dlapiper.com/en-fr/
insights/publications/2024/06/explainability-of-ai-beneƼts-risks-and-accountability-part-two

52	 Ibid.

53	 Federal Trade Commission. 2024. Accessed at: https://www.ftc.gov/news-events/news/press-releases/2024/09/ftc-
announces-crackdown-deceptive-ai-claims-schemes
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the intricacies regarding the combination of factors such as NATO agreements, 
the ways in which data is routed from the U.S. to Ramstein via Ƽber optic 
cables and then satellites, as well as the geographical location of data centers 
transmitting the information.54 In one case Germany was ruled responsible, 
while the other case was rules as inadmissible due to diƾculty in proving a U.S. 
drone was responsible for the killing.55

Both the U.S. and UK possess military court systems, such as military general 
law and courts-martial trials in the U.S. and the Military Court Service in the UK. 
In the U.S. responsibility for assigning punishment and reprimand is given to 
the commanders who are then able to select a variety of penalties depending 
on the severity of the act and at their own discretion. However, different 
examples of drones used in military conƽict and their resulting harms show 
that it is not always standard for commanders to criminally charge individuals 
behind the technology, but rather to blame the procedures and processes that 
were not used effectively.56 In lieu of criminality, the Pentagon can provide 
different types of condolence payments to families,57 for example. 

Resolutions 

1.	 Policymakers must also consider a variety of tools and approaches such 
as different types of contract designs58 that can more effectively enhance 
quality performance for AI adoption in partnership situations, as well as 
more normative means that increase the amount of human interaction 
needed to build trust at the personal level. that better target quality 
services. There is also room for deeper institutional changes to ensure 
the complexity of AI reaches the appropriate channels, especially in the 
military context.

2.	 That way, when mistakes occur, at least in the public sector, the relational 
capacity exists to Ƽnd solutions and explanations which helped more 
deeply develop a shared sense of responsibility amongst partners for 
the outcomes. During public-private partnerships established for AI 
deployment in government, there is a toolkit of options for increased 
accountability ranging from establishing incident reporting systems, to 
creating a board for investigations, as well as ensuring the local media 
critically scrutinizes incidents.59

3.	 The conƽict between AI and the burden of proof achieves resolution 
through a multi-stakeholder, multi-responsibility initiative with human 
interaction at its core.

AI as a Trustworthy Partner 

AI systems must be viewed as trustworthy partners, and this trustworthiness 
can be supported through establishing the most appropriate safeguards 
to evaluate, assess, address and assure vulnerabilities are mitigated to a 
minimum. Militaries are increasingly incorporating autonomous systems that 
can accomplish goals independently of human supervision like the cyber 
physical systems CPS that make up the air, unmanned ground, sea, and 

54	 DiNapoli, E. 2019.  German courts weigh legal responsibility for U.S. drone strikes. Lawfare. Accessed at: https://www.
lawfaremedia.org/article/german-courts-weigh-legal-responsibility-us-drone-strikes

55	 Ibid

56	 Schmitt, E. 2021. No U.S. troops will be punished for deadly Kabul drone strike. The New York Times. Accessed at: https://
www.nytimes.com/2021/12/13/us/politics/afghanistan-drone-strike.html

57	 Al Jazeera. 2021. Accessed at: https://www.aljazeera.com/news/2021/10/16/update-1-u-s-offers-payments-relocation-to-
family-of-afghans-killed-in-botched-drone-attack#:~:text=The%20Pentagon%20has%20offered%20unspeciƼed,troops%20
withdrew%20from%20the%20country.

58	 Esteve, M. Garrido-Rodríguez, J., Moore, A. Schuster, C., Gómez, J. 2024. Assessing the effects of user accountability in 
contracting out. Journal of Public Administration Research and Theory. Accessed at: https://academic.oup.com/jpart/
article/34/2/211/7278588

59	 Bloomqvist, P., Winblad, U. 2022. Contracting out welfare services. Public Management Review. Accessed at: https://www.
tandfonline.com/doi/full/10.1080/14719037.2020.1817530#d1e764
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undersea vehicles.60 Full adoption of autonomous systems is hindered by a 
variety of technical factors like the reality that ”machine learning techniques 
widely used today are inherently unpredictable and lack the necessary 
mathematical framework to provide guarantees.”61

Major security risks on both the military and civilian sides of AI systems can 
chip away at trust in AI tools as partners in decision making, especially in 
areas where granting access to potentially compromising personal or business 
details is needed, land even more so in deploying AI tools to military personnel 
that contain security vulnerabilities. Recently, DARPA researchers have 
conveyed62 to industry that more work is needed to assess the vulnerabilities 
of AI-enabled systems once deployed in the military. For instance, a growing 
risk is the expanding supply chain of data poisoning fed to AI models. Data 
poisoning is when an attack manipulates AI outputs and changes the training 
data so that the model produces modiƼed results.63 In another attack vector, AI 
model poisoning, developers are attacked through “fake software packages on 
open-source component repositories” such as the Python Package Index.64

On the supplier side, governments must ensure that the procurement of 
such critical technologies, not only in terms of more defensive cybersecurity 
protection solutions but also by institutionalizing oversight into the companies 
themselves to guarantee that hostile investment takeovers or other loopholes 
do not exist during the partnership. In addition to countering cyberattacks 
on AI systems used by military personnel, the investment structures of the 
businesses themselves must be monitored as a potential vulnerability.

Resolving the conƽict of whether AI can act as a trustworthy partner will 
require new visions for public service delivery, so that AI technology is not seen 

60	 Darpa.mil, “Assured Autonomy” accessed June 23, 2025, at https://www.darpa.mil/research/programs/assured-autonomy.

61	 Ibid.

62 Keller, J, “How vulnerable is battleƼeld artiƼcial intelligence to cyber and electronic warfare attack, accessed June 27, 2025, 
at https://www.militaryaerospace.com/computers/article/55277563/vulnerabilities-of-artiƼcial-intelligence-to-cyber-and-
electronic-warfare-attack.

63 Cloudƽare, ”What is AI data poisoning?”, accessed June 27, 2025, at https://www.cloudƽare.com/learning/ai/data-poisoning/.

64 Constantin, L, ”Poisoned models in fake Alibaba SDKs show challenges of securing AI supply chains,” CSO, accessed June 
23, 2025, at https://www.csoonline.com/article/3998351/poisoned-models-hidden-in-fake-alibaba-sdks-show-challenges-of-
securing-ai-supply-chains.html

An AI-piloted D9 bulldozer destroys a 
vehicle during a demonstration to the 
press at the Israel Aerospace Industries 
quarters near Tel Aviv on March 26, 
2025. Israel’s increasing use of advanced 
technology on the battleƼeld, from air 
defense systems to a broad range of 
AI-driven intelligence tools, has been 
well-documented but also criticised for 
inaccuracies, lack of human oversight, and 
potential violations of international law.
(Gil Cohen-Magen / AFP via Getty Images)
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as a silver bullet65 to bypass solutions that address deeper rooted problems. 
AI can beneƼt frontline works; however, this starts with identifying the correct 
problem deƼnition and where’ AI’s role best Ƽts. Predictive policing is one area 
where AI can be misaligned to the public interest, and has resulted in self-
fulling feedback loops in some places, due to the types of data inputs used for 
the machine learning pattern prediction.66. For instance, the ability to predict a 
youth’s future criminality based on training data of historical crime or dragnet 
searches that are categorized by zip codes or socioeconomic status, when 
used with algorithms aimed to target drug offenses, may actually lead police 
to frequent the “same areas or groups of people” rather than guiding them to 
make arrests across the city for a problem known to be evenly geographically 
distributed. 

Next, AI as a trustworthy partner comes with a set of expectations about its 
reliability. Copilot, for example is a generative AI assistant that uses machine 
learning and natural language processing to understand user prompts and 
create responses, so that with time and interaction, the AI assistant can 
continue to learn and improve to give more personalized responses to a user’s 
needs.67 However, an inherent feature of LLMs is their tendency to hallucinate.68 
Hallucination is when an LLM or generative AI chatbot creates nonsensical 
or completely inaccurate outputs due to the perception of patterns that 
humans cannot observe.69 In the case of companion chatbots, other issues 
called sycophancy can occur when assistant will make things up because of 
the technical design and training techniques used that may promote models 
to favor agreeable responses; in some cases this may be encouraged for 
commercial interests, since it makes the companion nonjudgmental70 rather 
than confrontational, especially if confrontation means telling the truth. 

Resolutions

1.	 Rethinking certain features that can cause mistrust about hallucinations 
is one suggestion. On the other hand, chatbots are also being used as a 
tool to unite differences across mediation and peacekeeping domains, and 
this so-called limitation to hallucinate, under the right research situation 
and design, could be used as a “strategic advantage” to allow researchers 
to “explore unexpected governance scenarios that conventional planning 
might never consider,” in the context of virtual-based policy development, 
negotiations, and institutional developments.71

2.	 Coordinated efforts from the research community about key areas for 
safeguarding AI systems trustworthiness should be a high priority for 
policymakers. However, caution must be exercised in that the reality is 
there are a lack of researchers “in the world with the skills” needed to 
adequality address some of these problems72, so more emphasis should 
be placed on this concern.

65	 Knight, S. Seger, E. Glover, B. 2024. Tech That Liberates. Demos. Accessed at: https://demos.co.uk/wp-content/
uploads/2024/11/Tech-that-liberates_Paper_2024.pdf

66 Rossbach, N, ”Innocent unit predicted guilty”, (2023), Florida Law Review, accessed at https://scholarship.law.uƽ.edu/cgi/
viewcontent.cgi?article=4083&context=ƽr

67	 What is AI? 2024. Microsoft Copilot. https://www.microsoft.com/en-us/microsoft-copilot/for-individuals/do-more-with-ai/
general-ai/what-is-ai?form=MA13KP

68	 Dumit, J. Roepstorff, A. 2025. AI hallucinations are a feature of LLM design, not a bug. Nature. Accessed at: https://
www.nature.com/articles/d41586-025-00662-7#:~:text=They%20are%20a%20feature%2C%20not,inaccurate%20or%20
nonsensical%20in%20another.

69	 IBM. What are AI hallucinations. https://www.ibm.com/think/topics/ai-hallucinations

70	 Bernardi, J. 2025. Friends for sale: the rise and risks of AI companions. Ada Lovelace Institute. https://www.
adalovelaceinstitute.org/blog/ai-companions/

71	 Jankin, S. 2025. Keynote address: AI-powered digital twins and open data: building Europe’s next-generation governance 
infrastructure.” Open EU Data Days. 

72	 Wagner, L. 2024. Want to hold tech companies accountable? Data access alone will not get you there. Tech Policy Press. 
Accessed at: https://www.techpolicy.press/want-to-hold-tech-companies-accountable-data-access-alone-will-not-get-you-
there/
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The Role of AI in Resolution

AI and Mediation

Just as AI systems have the capability to be a perpetrator of passive or active 
conƽict, their potential to be a tool for resolution is also signiƼcant. Mediation 
is an aspect of resolution that can beneƼt from augmenting human-based 
mediation with AI. In mediation, AI tools may enable numerous attributes like 
reducing cultural conƽicts,, Ƽnding common ground in political debate, resolving 
disputes, and enhancing communication effectiveness. While humans are still 
needed in terms of key mediation skills to navigate the complexity of emotions, 
AI-assisted mediation involves tools that can provide quick and eƾcient 
summaries, research, and comparisons to aid mediation, as well as generate 
questions that aim to reveal parties’ underlying interests.73 As is the case with 
integrating AI into other domains and sectors, it is important to carefully choose 
speciƼc roles and tasks for AI assistance, rather than relying completely on it 
for decision making. The purpose of Google DeepMind’s “Habermas Machine” 
is to capture shared perspectives for shared agreement and act as a tool that 
can promote collective action.74 However, it remains limited by faults in terms 
of misinformation and a lack of empathy.75 In another example, a research 
study using quantitative analysis found that AI can amplify the inƽuence 
of communication methods’ effectiveness and concluded that its role as a 
human augmenter could provide positive effects when combined with strong 
communication methods.76

AI in Peace Building

For peace building, AI applications range from conƽict prevention to combating 
disinformation and counterterrorism. AI’s role in peace and security is being 
acknowledged institutionally, including by the U.N. resolution on artiƼcial 
intelligence, with efforts focused on local peace building opportunities.77 
Predictive tools that can be used for conƽict prevention, real-time monitoring 
used for support in decision-making dynamics, and its ability to customize and 
tailor content78 are a few key beneƼts to AI’s augmentation of human-led efforts. 
International organizations such as the U.N. are partnering with AI companies 
and using AI systems to aid in peace negotiations in conƽict zones.79

In particular, AI’s ability to sift through large volumes of data to Ƽnd patterns of 
commonality across languages was used recently by the U.N. Support Mission 
in Libya as an attempt to move the country’s peace process forward through 
analyzing support for developing a uniƼed currency, for example.80 Another 
example is the partnership between the U.N.’s Department of Political and 
Peacebuilding Affairs and private-sector and academic entities to pioneer 
large-scale, AI-assisted digital dialogues in Yemen to better understand the 
opportunities and challenges of ongoing peace processes.81 Researchers in 
Yemen have also used a combination of natural language processing models 
and machine learning systems to manage knowledge, extraction, and monitoring 

73	 Shonk, K. 2025. AI mediation: using AI to help mediate disputes. Harvard Law School. https://www.pon.harvard.edu/daily/
mediation/ai-mediation-using-ai-to-help-mediate-disputes/

74	 Tessler, M., Bakker, M., Jarrett, D. et al. 2024. AI can help humans Ƽnd common ground in democratic deliberation. Science. 
386, 6719. https://www.science.org/doi/10.1126/science.adq2852#:~:text=Inspired%20by%20Jürgen%20Habermas’s%20
theory,of%20maximizing%20group%20approval%20ratings.

75	 Perplexity.AI. https://www.perplexity.ai/page/deepminds-habermas-machine-B2rpSbXeTTmofdFV1qglsA

76	 Ateeq, A., Milhem, M. et al. 2024. The impact of AI as a mediator on effective communication: enhancing interaction in the digital 
age. Front. Hum. Fyn, 6. https://doi.org/10.3389/fhumd.2024.1467384.

77	 Sanguilia, J. 2024. Harnessing AI in locally-led peacebuilding efforts. Diplomatic Courier. https://www.diplomaticourier.com/
posts/harnessing-ai-in-locally-led-peacebuilding-efforts.

78	 Ibid.

79	 Gavin, J. 2024. Vision of Humanity. https://www.visionofhumanity.org/artiƼcial-intelligence-as-a-tool-for-peace/.

80	 Ibid.

81	 IRCAI. International Research Centre on ArtiƼcial Intelligence under the auspices of UNESCO. IRVAI Global Top 100 List. https://
ircai.org/top100/entry/ai-for-peacebuilding/#:~:text=Since%202020%2C%20for%20instance%2C%20the,challenges%20of%20
the%20ongoing%20peace.
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of conƽict developments in a human-led participatory way so that it 
augments, rather than replaces, agency.82 

AI’s connection to peacekeeping is still in its nascent stage, but it may be 
the future both as an active tool for deterrence, such as its role in defense 
weapons for physical or cyber infrastructure,83 or to enhance early warning 
systems like South Africa’s “Shot Spotter” technology to detect gunƼre. It can 
also function as an augmentation tool for conƽict resolution such as Mali’s 
Water, Peace, and Security Partnership that uses AI to predict conƽicts related 
to water scarcity.84 Early warning systems are a promising area for future 
conƽict prevention as AI can sift through data ranging from satellite imagery85 
to social media to assess security threats. New AI-powered models like the 
Global Conƽict Risk Index and the African Union’s Continental Early Warning 
System are just a few examples of its strategic potential if adequate datasets 
are supplied in combination with skilled developers. However, early warning 
systems still possess challenges86 related to data management such as the 
integration of quality data and, more generally, data availability, which are key 
to accurate models. Because of this institutional gap, according to the report, 
basic Ƽrst steps such as standardized data collection methods that ensure 
both transparency of data source and can deter falsiƼed data must be taken. 
Moreover, predictive models must always be adapted to each region and 
situation alongside the incorporation of relevant data.

82	 https://www.techpolicy.press/the-democratic-deƼcit-in-ai-humanitarian-systems-why-community-participation-cant-wait/#.

83	 Wilner, A. 2022. AI and the future of deterrence: promises and pitfalls. Centre for International Governance and Innovation. 
https://www.cigionline.org/articles/ai-and-the-future-of-deterrence-promises-and-pitfalls/

84	 Amani Africa. 2025. ArtiƼcial intelligence and its impact on pace, security and governance. https://amaniafrica-et.
org/artiƼcial-intelligence-and-its-impact-on-peace-security-and-governance/#:~:text=AI%20serves%20as%20a%20
strategic,disinformation%2C%20mediation%2C%20and%20counterterrorism.

85 Ndzana, J, ”The Role of ArtiƼcial Intelligence in Conƽict Prevention and Management in Africa”, accessed June 16, 2025, 
at https://www.accord.org.za/analysis/the-role-of-artiƼcial-intelligence-in-conƽict-prevention-and-management-in-
africa/#:~:text=ArtiƼcial%20Intelligence%20and%20Early%20Warning,trends%20to%20detect%20emerging%20threats.

86 Deniz, F. ”The impact of AI and Machine Learning on Conƽict Prevention”, accessed June 22, 2025, at https://trendsresearch.
org/insight/the-impact-of-ai-and-machine-learning-on-conƽict-prevention/#:~:text=AI%20has%20been%20instrumental%20
in,the%20likelihood%20of%20mass%20atrocities.



RECOMMENDATIONS

Several recommendations have been made throughout this report that address inherent conƽicts of AI on both sides 
of its dual use effects. To summarize, policymakers should:

1.	 Recognize the key role that the research community plays in safeguarding AI by providing a scientiƼcally 
rigorous backdrop needed to evaluate, monitor, and address the most pressing concerns in a neutral way.

2.	 Ensure a multidisciplinary approach to technical problem solving is valued so that a more diverse view of 
design problems is incentivized and legitimized

3.	 Look toward other dual-use technology such as drones to better understand how to navigate the 
accountability complexities of AI systems in order to set realistic expectations and the multifaceted nature of 
liability.

4.	 Make sure government understands the fundamental organizational culture change required to undergo 
collaborative partnerships with private technology companies to ensure the delivery of public value and 
protection of public interest

Finally, three recommendations below support the broader implications of this report calling for upgrades to 
institutions needed to support the holistic thinking required to respond to the transformational nature of this general-
purpose technology.
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Overlooked features of how partnerships with companies can create 
vulnerabilities that can compromise government interest should be 
taken seriously by the appropriate authorities in different countries. The 
discovery that Microsoft’s use of Chinese engineers to maintain the Defense 
Department’s computer systems reveals how little-known features87 within 
private companies can lead to national security risks. Taking this idea further, 
the Bureau of Industry and Security in the U.S. Department of Commerce (and 
similar departments in the U.K. such as the Export Control Joint Unit in the 
Department for Business and Trade) could ensure the eƾcacy of monitoring 
mechanisms and criteria for investor/investment vehicles used to fund critical 
technology companies. Defensive strategies must be prepared not only on the 
cybersecurity front but also how the internal structures and processes can 
become weaponized. 

For example, it is a known risk that different types of investment structures 
could affect the distribution of voting power and potentially high-order 
decision making through coercive economic-based inƽuence internally 
within a company. Traditionally, technology companies that work on military 
contracts undergo strict assessments of these vulnerabilities. However, the 
realization that more emerging technologies intended for civilian end use can 
be turned into political ones means that certain domains may also need such 
monitoring and assessment, such as low-earth-orbit satellites. The ability to 
monitor and analyze these Ƽrms on a case-by-case basis is critical because 
restructuring could be needed in some circumstances. 

For example, the U.S. government is vigilant in the area of mergers and 
acquisitions; the Committee of Foreign Investment CFIUS blocked a Ƽrm with 
“reported ties to the Chinese government from buying Lattice Semiconductor88 
and stopped an aƾliate of Alibaba from acquiring the money-transfer service 

87	 Dudley, R., Burke, D. 2025. A little-known Microsoft program could expose the Defense Department to Chinese hackers. 
ProPublica. Accessed at; https://www.propublica.org/article/microsoft-digital-escorts-pentagon-defense-department-china-
hackers

88	 Swanson, A. 2017. Trump blocks China-backed bid to buy U.S. chip-makers. The New York Times. Accessed at: https://
www.nytimes.com/2017/09/13/business/trump-lattice-semiconductor-china.html

1 PROTECT AND BUILD
PUBLIC-INTEREST AI

Monitor overlooked aspects of 
critical technology companies 
involved in public-private 
partnerships to support national 
security priorities.
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MoneyGram.”89 The difference is that acquisitions and mergers are a particular 
type of aggressive takeover, whereas something like a structured investment 
vehicle would be more subtle and opaque in nature. As a result, the idea of 
investments as a way to gain voting power or obtain a majority stake could 
be executed through similar interests that are structured in different holding 
companies or vehicles, making them more diƾcult to detect.

Structured investment vehicles are a non-bank Ƽnancial entity set up by an 
investment management team, usually less regulated than other investment 
pool vehicles, due to their complicated structure involving offshore companies, 
and tend to be funded through issuance of equities or long-term bonds90 This 
type of investment vehicle is adopted more in European and Asian markets 
than in U.S. ones, which is why it could be overlooked. When regarded 
separately, these shares may look insigniƼcant and dispersed, but when 
aggregated as an overall Chinese investment, this poses a risk for political-
based inƽuence within a company as shareholders can put pressure on 
executives. Recently, the idea that Starlink91 may be turned into a publicly 
traded company in order to increase revenue is surfacing alongside allegations 
from asset managers that Chinese investors are using arrangements that 
“shields their identities from public view” to funnel tens of millions of dollars 
into private companies controlled by Space X’s majority shareholder, Elon 
Musk.92

Government must have more oversight over different types of features, such 
as the types of investment mechanisms used for dual-use companies that can 
have detrimental political consequences outside of military use. Just because 
the current state of investor dispersion doesn’t result in voting rights or internal 
power doesn’t mean circumstances can’t change, especially at the aggregate 
level. Monitoring in these speciƼc circumstances should be considered, and 
the development of mechanisms to obtain this defensive goal should be 
institutionalized.

Policymakers who want to pursue AI in the public interest should remain open 
to initiatives that attempt to create learning spaces among different types of 
organizations working together collaboratively such as tech companies and 
defense departments. Detachment 201 is a new “Executive Innovation Corps” 
initiative established by the US Army that will oƾcially incorporate four tech 
leaders to better fuse the disparate sectors.93 

 Such an initiative more deeply connects tech leaders to targeted projects 
to better guide complex solutions.94 This idea is expressed through Cosmos 
Institute’s conceptualization95 that technologists tend to fall under three 
dominant archetypes: those who solve technical challenges without reƽection; 
those who waive philosophy as irrelevant for progress; and those who collapse 
morality into math disregard the bigger of question about what technology 
is built for. Evidence supports that in collaborative relationships, creating 
increased opportunities for face-to-face interaction and spaces for public and 

89	 BBC. 2018. US blocks sale of Moneygram to China’s Ant Financial. Accessed at: https://www.bbc.com/news/
business-42549537

90	 See: https://corporateƼnanceinstitute.com/resources/career-map/sell-side/capital-markets/siv-structured-investment-
vehicle/

91	 Kaplan, J., Elliot, J. 2025. How Elon Musk’s SpaceX secretly allows investment from China. Pro Publica. https://www.
propublica.org/article/elon-musk-spacex-allows-china-investment-cayman-islands-secrecy

92	 Yu, S. 2025. Chinese investors privately take stakes in Elon Musk’s companies. FT. https://www.ft.com/content/66857e1e-
a217-4ddd-8332-d9f0f75aa459

93	 US Army Public Affairs. 2025. Accessed at: https://www.army.mil/article/286317/army_launches_detachment_201_
executive_innovation_corps_to_drive_tech_transformation

94	 Harper, J. 2025. Army recruits oƾcers from Meta, OpenAI, Palantir to serve in new detachment. Defense Scoop. Accessed at: 
https://defensescoop.com/2025/06/13/army-detachment-201-executive-innovation-corps-meta-openai-palantir/

95	 Cosmos Institute. https://blog.cosmos-institute.org/p/the-philosopher-builder?r=2z1max&utm_campaign=post&utm_
medium=web&hide_intro_popup=true

2  EXPLORE DETACHMENT 201
AS A TEMPLATE FOR
FUTURE INITIATIVES
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private partners to build bridges through learning96 not only builds trust, but 
can also create a shared sense of meaning.

In the same vein, tech diplomacy is another area for improving leadership 
between sectors. The State Department is playing an increasingly active role 
internationally in AI policy and, more broadly, in tech policy with its participation 
in international summits and coordinated AI efforts with countries and the 
Organization for Economic Co-operation and Development. The department 
also possesses AI-related task assignments like leading international 
negotiations on biosecurity and biodefense treaties, as well as the creation of 
its Bureau for Cyberspace and Digital Policy and the Oƾce of the Special Envoy 
for Critical and Emerging Technology.97 Therefore, the State Department should 
continue this organizational culture change through institutionalizing roles that 
create a boundary-spanning capacity for AI-based diplomatic efforts. Tech 
diplomacy is an evolving concept that is useful for thinking about strategies to 
help shape technology in a public-interested way and is an outward facing role 
that governments can use to enhance education and interests. Tech diplomacy 
is about using diplomatic efforts to shape normative change over time in ways 
that favor democratic values through negotiation processes that underpin 
technical standard development in areas like artiƼcial intelligence.98 

Another goal of developing a tech diplomacy strategy is that it addresses 
governance challenges related to emerging technologies, like AI, because of its 
potential to reshape global balances of power, transform diplomatic practices, 
and become essential topics in negotiations and international agreements.99 
By seeking face-to-face dialogue and win-win cooperation, tech diplomacy 
is rooted in basic diplomatic intentions of organizing peaceful interactions 
between different actors of society in a friendly manner.100 

Some tech-diplomacy networks are goal-oriented, like those seeking to 
combat techno-authoritarianism,101 which is broadly referred to as states’ 
use of digital information technologies for the “purposes of social control, 
repression, and surveillance and to otherwise reinforce their rule.”102 A strategy 
to counter techno-authoritarianism should focus more on shaping the end 
use of emerging technology rather than on serving as a decision-making tool 
to guide commercial market penetration for civilian usage. It is less about a 
prohibition of working with certain regimes, as U.S. tech companies possess 
wide freedom to decide what markets to penetrate, and more about creating 
the tools and norms to work toward a long-term goal based on technology as a 
way to promote human security and deter repression.

It is common practice for there to be a speciƼc legal system for armed forces 
members with rules, procedures, and structures distinguished from those of 
civilian justice systems.103 This separate system of tribunals enables military 
discipline to be eƾciently and rapidly addressed in a context-speciƼc way 
that is not possible in a civilian court. One reason AI may need a separate 
system is because of the complexity and technical nature of the subject area, 

96	 Saz Cararanza, A., Longo, F. 2012. Managing competing institutional logics in public private joint ventures. Accessed at: 
https://www.tandfonline.com/doi/pdf/10.1080/14719037.2011.637407.

97	 Oƾce of the Special Envoy for Critical and Emerging Technology. https://www.state.gov/bureaus-oƾces/secretary-of-state/
oƾce-of-the-special-envoy-for-critical-and-emerging-technology. Bureau of Cyberspace and Digital Policy. https://www.state.
gov/bureaus-oƾces/deputy-secretary-of-state/bureau-of-cyberspace-and-digital-policy/

98 Australia Strategic Policy Institute. Negotiating technical standards for artiƼcial intelligence. https://www.techdiplomacy.aspi.
org.au/#:~:text=AI%20Techdiplomacy%20is%20a%20research,technical%20standards%20for%20artiƼcial%20intelligence.

99	 AI diplomacy. https://www.diplomacy.edu/topics/ai-and-diplomacy/

100 Garcia, E. 2022. What is tech diplomacy? A very short deƼnition. https://medium.com/@egarcia.virtual/what-is-tech-
diplomacy-a-very-short-deƼnition-9042afdc9ce4

101 See: https://techdiplomacy.org 

102	 Mantellassi, F. 2023. Digital authoritarianism: How digital technologies can empower authoritarianism and weaken 
democracy. Geneva Centre for Security Policy. https://www.gcsp.ch/publications/digital-authoritarianism-how-digital-
technologies-can-empower-authoritarianism-and.

103	 Geneva Center for the Democratic Control of Armed Forces, ”Understanding Military Justice”, accessed June 10, 2025, at 
https://www.dcaf.ch/sites/default/Ƽles/publications/documents/Milit.Justice_Guidebook_ENG.pdf

3 DIVIDE AND CLARIFY

Consider the creation of a 
distinct legal system for AI or 
even a hybrid military justice/
AI justice based institution. 
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which may require a combination of lawyers and judges knowledgeable of 
the subject. The development of this type of institution could further include 
the consideration of compensation to victims/families of AI-based weapons 
violence, a common practice in the U.S. military when civilians are harmed 
instead of combatants. Such accountability makes government responsible 
for its military consequences. In the U.K., the Military Court Service104 provides 
an entity to prosecute the Royal Army, Navy, and Air Force personnel and is 
structured in a way that ensures independence. Punishments are tailored to 
offenses in the military, depending on their severity. AI-based military offenses 
may need special consideration and categories to better match prosecution in 
ways that account  for the complexity involved in the burden of proof. 

Conclusion

Civilian and military domains alike have begun to embrace the incorporation 
of AI into daily operations and long-term strategy to enhance decision-making 
and eƾciency, sometimes at the expense of human judgment. Rather than 
paving the way for a loss of human agency and unnecessary dependency, 
policymakers and civil society must structure human-centered AI by design so 
that humans shape AI in their vision and not the reverse. This includes ensuring 
communication roles are institutionalized, diplomatic efforts target the end use 
of AI in civilian contexts, and government-industry feedback loops help shape 
the development of AI innovations that promote access to human security. 
The contradictory nature of the way AI tools can be used means that there is 
the potential to enable both good and bad throughout the spectrum of military-
civilian end uses based on how access and control is applied. 

Next, technology companies must look internally to combine technical 
changes with end-use needs, thinking about user barriers outside of the 
U.S. that may not be at the forefront of challenges experienced in healthy 
democracies, for instance. Human security will be more likely to ƽourish in a 
world where the efforts of the state, technology companies, and the technology 
itself combine to offer different layers of accountability. There is no precise 
formula for how to get this right. Human ƽourishing needs technology that 
gives humans individual autonomy instead of overdependence, governments 
the stability they want, and technology companies the Ƽnancial means to 
innovate. Different ways of thinking about these logics are needed in order to 
extract the underlying concerns and provide solutions.

A lack of awareness and high level of access to AI applications could harm 
human security by challenging an individual’s right to self-determination, while 
a state that uses AI on civilians in a nefarious way to control their behavior 
threatens human security by minimizing one’s liberties and freedom from fear. 
During warfare, the ability to ensure human judgement means the ability to opt 
out at the last minute, a space in which human rationality triumphs – recall the 
Cuban missile crisis. Policymakers must safeguard these special moments 
when humans are capable of making unexpected decisions that ensure long-
term prosperity despite an ampliƼed setting pushing them to do otherwise.

104	 Gov.UK, “The Military Court Service, accessed June 16, 2025, at https://www.gov.uk/guidance/the-military-court-
service#:~:text=The%20Military%20Court%20Service%20provides,Appeal%20and%20Service%20Civilian%20Court.
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